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Performance of SVM and ANFIS
for Classification of Malaria Parasite

and Its Life-Cycle-Stages in Blood Smear
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Abstract. A method to classify Plasmodium malaria disease along with its life
stage is presented. The geometry and texture features are used as Plasmodium
features for classification. The geometry features are area and perimeters. The
texture features are computed from GLCM matrices. The support vector
machine (SVM) classifier is employed for classifying the Plasmodium and its
life stage into 12 classes. Experiments were conducted using 600 images of
blood samples. The SVM with RBF kernel yields an accuracy of 99.1%, while
the ANFIS gives an accuracy of 88.5%.

Keywords: Malaria � Geometry � Texture � GLCM � RBF

1 Introduction

Malaria is a highly hazardous disease to humans because it can cause death. Malaria is
caused by parasites which are transmitted by the female Anopheles mosquito. These
mosquitoes bite infected Plasmodium from a person previously infected with the
parasite. Plasmodium is divided into four types: Plasmodium ovale, Plasmodium
malaria, Plasmodium falciparum, and Plasmodium vivax. Plasmodium vivax is often
found in patients with malaria disease. Plasmodium falciparum is the cause of deaths of
nearly 90% of the patient with malaria disease in the world.

Microscopic examination is required to determine the parasite Plasmodium visually
by identifying directly at the patient’s blood dosage. The microscopic examination
result is highly dependent on the expertise of the laboratory worker (health analyst) that
identifies the parasite Plasmodium. The microscopic examination technique is the gold
standard for the diagnosis of malaria. Among some techniques which can be used for
malaria diagnosis the peripheral blood smear (PBS), quantitative buffy coat (QBC),
rapid diagnosis test (RDT), Polymerase Chain Reaction (PCR), and Third Harmonic
Generation (THG) [1, 2]. The PBS technique is the most widely used malaria diagnosis
even though has limitations of human resistance due to the time required.

To diagnose malaria parasite, a manual calculation process that uses a microscopic
examination of Giemsa-stained thick and thin blood smears is carried out. This process
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requires a long time and is a tedious process. It is very susceptible to the capabilities
and skills of technicians. Its potential for mistakes made by humans is significant [3].

As an illustration, a trained technician requires about 15 min to count 100 cells.
Worldwide, technicians have to deal with millions of patients every year [4]. To
overcome a long and tedious process, several studies have been conducted to develop
automated microscopic blood cell analysis. Some early studies showed limited per-
formance, which leads to classifying the types of parasites present in blood cells but has
not been able to show the entire stage of malaria life [5]. Similar studies were con-
ducted with various methods to increase the accuracy of identification of infectious
parasites, mainly only identifying 2–4 Plasmodium parasites that can infect humans [6].
Without specifying the life stages of malarial parasites, whereas each parasite has three
different life stages, namely trophozoite, schizoite, and gametocytes [3]. Therefore, the
study of the classification of the life stages of malarial parasites poses a challenge to the
study [7], and successfully detects three stages of the Plasmodium parasite while in the
human host, trophozoite, schizont, and Plasmodium falciparum gametocytes, even
though it has not been able to detect other species. Plasmodium that can form human
infection has four species: falciparum, vivax, ovale, and malaria. Each species is
divided into four distinct phases, which are generally distinguishable: rings, tropho-
zoites, schizonts, and gametocytes, so that there are sixteen different classes. This paper
discusses methods for classifying 12 classes that include three types of Plasmodium
and each with four life stages.

2 Data Collections

A total of 600 malaria image data of Giemsa - stained thin blood smears is obtained
from Bina Medical Support Services (BPPM) in Jakarta. The malaria image data size is
2560 � 1920 pixels. The manual plasmodium classification is carried out by labora-
tory workers of the parasitology Health Laboratory of the North Sumatra Province,
Indonesia, which provide the ground truth for the proposed method. Each image is
given a label associated with the name of the parasite, i.e., Plasmodium malaria,
Plasmodium falciparum, Plasmodium vivax) along with its life-cycle-stage (ring,
trophozoite, schizont, or gametocyte). None of the 600 image data consist of Plas-
modium ovale. Therefore the 600 image data consist of 12 classes. Figure 1 shows
different Plasmodium, and their life-stages.

3 Method

The classification process of the malaria parasite is shown in Fig. 2. A blood smear is
performed on the blood sample. The region of interest (ROI) is then determined to
locate the area, which contains parasite. Next, three basic image processing steps are
carried out, that is, preprocessing, segmentation, and feature extraction. Following that,
the image classification and detection of infected red blood cells (RBC), that is called
parasitemia, are carried out. In this work, the malaria images consist of three types of
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Plasmodium and each has four different life stages, i.e., ring, schizont, trophozoite, and
gametocyte stages.

3.1 Preprocessing

The aim of the preprocessing step is to obtain images with lower noise and higher
contrast than the original images for further processing. Blood smear images might be
affected by the illumination and color distribution of blood images due to the camera
setting and staining variability. Most of the microscopes yield blood cells with quite
similar colors. Therefore, image enhancement and noise reduction operations are
required. Low intensities of light might decrease the contrast of blood image [8].
Therefore the contrast image has to be improved using a contrast enhancement method.

After image enhancement is performed, the region of interest (ROI) is carried out
by manually cropping the infected RBC, because the image contains infected not only

Fig. 1. Plasmodium and their life stage. (a) Falcifarum, gametocyte stage (b) Falcifarum, ring
stage (c) Falcifarum, schizont stage (d) Falcifarum, trophozoite stage (e) Malariae, gametocyte
stage (f) Malariae, ring stage (g) Malariae, schizont stage (h) Malariae, trophozoite stage
(i) Vivax, gametocyte stage (j) Vivax, ring stage (k) Vivax, schizont stage (l) Vivax, trophozoite
stage.
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red blood cells but also normal red
blood cells, white blood cells, plate-
lets, and artifacts. Experts validate the
process of determining ROI. Experi-
ence indicates that the appropriate
size for ROI is 256 � 256 pixels.
These preprocessing produces an
image with good contrast.

3.2 Segmentation

Segmentation attempts to subdivide
an image into sub-images or seg-
ments such that each segment fulfills
certain characteristics. In this case, as
the malaria parasite affects the red
blood cells, the segmentation is car-
ried out to separate red blood cells
from the rest, and the result is the red
blood cells in the microscopic images
of the blood sample. Initially, the
RGB image of ROI is converted into
the gray image since the red blood
cells can be distinguished from the
rest of its gray level value. In this
research, Otsu’s thresholding method
is used for its ability to determine
threshold automatically. An example
is depicted in Fig. 3.

After thresholding, the morphological closing and opening are performed to extract
the hole inside the infected cell and eliminate the unwanted artifacts [9]. These seg-
mented cells are further processed and then the infected red blood cells are identified.

3.3 Features Extraction

Many studies concerning the analysis of red blood cells recently use texture features [5,
9], and color features [10, 11], to differentiate normal cells and infected cells. In this
research texture and geometry, features are used. Geometry features are selected for
analyzing blood since hematologist uses these features. The selected geometric features
are area and perimeter. The area is defined as the number of pixels of the object that
indicates the size of the object and is calculated using

Area ¼
X

x

X
y
f x; yð Þ: ð1Þ

Blood 

ROI

Contrast stretching

Otsu thresholding

Feature extraction

Feature database

ANFIS / SVM 

Plasmodium and its life stage

Fig. 2. Detection of the malaria parasite and its life
stage.
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The perimeter is expressed as the continuous line forming the boundary of a closed
geometric object. It can be calculated as

Perimeter ¼
X

x

X
y

f x; yð Þ;
x; y �Boundary region

ð2Þ

The texture features are computed from the Gray-Level Co-occurrence Matrix
(GLCM) of the ROI image. The GLCM is used to calculate the co-occurrence of a pair
of pixels with gray-level value and in a particular direction. A GLCM element Ph, d(i,
j) is the joint probability of the gray level pairs i and j in a given direction h separated
by a distance of d units. In this research, the GLCM features are extracted using one
distance (d = {1}), and three directions (h = {45°, 90°, 135°}). These texture based
features can be calculated as follows:

1. Contrast is the measure of intensity contrast between a pixel and the neighboring
pixel over the complete image.

XN�1

i;j
pi;j i� jð Þ2 ð3Þ

2. Entropy
Entropy is the measure of the complexity of the image, and it represents the amount
of information contained in data distribution. The higher the entropy value, the
higher the complexity of the image.

XN�1

i;j
pi;jð�lnpi;jÞ2 ð4Þ

3. Energy
Energy is a measure of the pixel intensities in grayscale value. Energy is computed
by summing all squared elements in the GLCM matrix,

Xn�1

i;j
pi;j

2 ð5Þ

4. Homogeneity is the measure of the homogeneity of a particular region. This value is
high when all pixels have the same values or uniform.

Fig. 3. (a) Initial image, (b) Region of Interest (ROI) (c) grayscale of ROI.
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XN�1

i;j¼0

pi;j
1þ i� 1ð Þ2 ð6Þ

5. Correlation indicates how a pixel is correlated with the neighboring pixels in a
particular area

XN�1

i;j¼0
pi;j

i� lið Þ i� lj
� �
ffiffiffiffiffiffi
r2
i

p
r2
j

& ’
ð7Þ

3.4 Classification Using ANFIS

A specific approach in neuro-fuzzy development is the adaptive neuro-fuzzy inference
system (ANFIS), which has shown significant results in modeling nonlinear functions.
The ANFIS learn features in the data set and adjusts the system parameters according to
a given error criterion. In this research, the ANFIS is a fuzzy Sugeno model. To present
the ANFIS architecture, fuzzy if-then rules based on a first-order Sugeno model are
considered. The output of each rule can be a linear combination of input variables and a
constant term or can be only a constant term. The final output is the weighted average
of each rule’s output. Basic architecture with two inputs x and y and one output z is
shown in Fig. 4.

Suppose that the rule base contains two fuzzy if-then rules of

Rule 1: If x is A1 and y is B1, then f1 = p1x + q1y + r1,
Rule 2: If x is A2 and y is B2, then f2 = p2x + q2y + r2.

Fig. 4. The architecture of ANFIS.
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Layer 1: Every node i in this layer is an adaptive node with a node function

Oi ¼ lAi
ð8Þ

where x is the input to node i, and Ai is the linguistic label (small, large, etc.) associated
with this node function. In other words, Eq. (8) is the membership function of specifies
the degree to which the given x satisfies the quantifier Ai. Usually, it equals to 1 and
minimum equal to 0, such as choose lAi(x) to be bell-shaped with maximum

lAi
xð Þ ¼ 1

1þ x�xi
ai

� �2� � ð9Þ

lAi
xð Þ ¼ e

� x�xi
ai

� �2
	 


ð10Þ

where ai is the parameter set. As the values of these parameters change, the bell-shaped
functions vary accordingly, thus exhibiting various forms of membership functions on
linguistic label Ai. In fact, any continuous and piecewise differential functions, such as
trapezoidal or triangular shaped membership functions, can also be used for node
functions in this layer. Parameters in this layer are referred to as premise parameters.

Layer 2: Every node in this layer is a fixed node labeled P which multiplies the
incoming signals and sends the product out. For instance,

wi ¼ lAi
xð Þþ lBi

yð Þ; i� 2 ð11Þ

Each node output represents the firing strength of a rule.
Layer 3: Every node in this layer is a circle node labeled N. The ith node calculates

the ratio of i to the sum of all rules firing strengths. For convenience, outputs of this
layer will be called as normalized firing strengths

�wi ¼ wi

w1 þw2
ð12Þ

Layer 4: Every node i in this layer is a square node with a node function

Oi ¼ �wif1 ¼ �wiðp1xþ q1yþ r1Þ ð13Þ

where wi is the output of layer 3, and fp1; q1; r1g parameter set. Parameters in this layer
will be referred to consequent parameters.

Layer 5: The single node in this layer is a circle node labeled as
P

that computes
the overall output as the summation of all incoming signals, i.e.

Oi ¼
X

i
�wif1 ¼

P
i wifiP
i wi

ð14Þ
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Learning Algorithm
In the ANFIS structure, it is noticed that given the values of premise parameters, the

final output can be expressed as a linear combination of the consequent parameters. The
output f can be written as

f ¼ w1

w1 þw2
f1 þ w2

w1 þw2
f2 ð15Þ

w1f1 þw2f2 ¼ w1xð Þp1 þ w1xð Þq1 þ w1xð Þr1 þ w2xð Þp2 þ w2xð Þq2 þ w2xð Þr2w1w2

where f is linear in the consequent parameters (p1, q1, r1, p2, q2, r2). In the feedforward
learning process, consequent parameters are identified by the least squares estimate. In
the backward learning process, the error signals, which are the derivatives of the
squared error with respect to each node output, propagate backward from the output
layer to the input layer. In this backward pass, the premise parameters are updated by
the gradient descent algorithm.

3.5 Classification Using SVM

Support Vector Machines (SVMs) are state-of-the-art classification methods based on
machine learning theory [12]. Compared with other methods such as artificial neural
networks, decision trees, and Bayesian networks, SVMs have significant advantages
because of their high accuracy, elegant mathematical tractability, and direct geometric
interpretation. Besides, they do not need a large number of training samples to avoid
overfitting. The support vector machine (SVM) is selected to classify the Plasmodium
type along with its life stage. There are 12 possible classes since there are three types of
Plasmodium and four life stages. Two different kernels are implemented, and their
performances are compared.

Before the SVM is used for classification, it is trained using training data. In the
process of training, the SVM uses feature matrix, as the training input, which is
obtained in the features extraction process. The training data classification process is to
seek support vector and bias of input data. The following is the training algorithm for
each binary SVM:

Input: Z is a matrix of Plasmodium features obtained from feature extraction
process. Output: Strain vector as a target. Ytrain vector is a column vector for classi-
fication of the first class, where all images of blood preparations of the first class will be
symbolized by number 1, all images of blood smears from other classes with number
−1. In this study, a Gaussian kernel function with variance (r) = one is used. The next
step is to calculate Hessian matrix, i.e., multiplication of a Gaussian kernel with Ytrain.
Ytrain is a vector that contains values of 1 and −1. Hessian matrix is later used as input
variables in quadratic programming. The training steps are described as follows:

1. Determine input (Z = Xtrain) and Target (Ytrain) as a pair of training from two
classes.

2. Calculating Gaussian kernel
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K Z;Zið Þ ¼ exp
� Z� Zij j2

2r2

 !
ð16Þ

3. Calculate Hessian matrix

H ¼ K Z;Zið Þ � Y � YT ð17Þ

Assign c and epsilon. The term c is a constant in Lagrangian multipliers and epsilon
(cost parameter) is the upper limit value of a, which serves to control classification
error. This study used value of c = 100000 and epsilon = 1 � 10−7.

4. Assign vector e as a unit vector which has the same dimension with the dimension
of Y.

5. Calculating quadratic programming solutions

L að Þ ¼ 1
2
aþHaþ eTa ð18Þ

In testing process, data that have never been used for training are used. Results of
this process are an index value of the largest decision function, stating the class of the
testing data. If a class in the classification test match the test data classes, classification
is stated to be correct. The final result of classification is an image of blood that
matches with an index value of decision function using SVM one against all.

Having an input data feature vector T for test data (w, x, b), and k number of
classes, the input data then is used for the testing process. The input is generated in the
process of feature extraction, The process of testing is as follows:

1. Calculate Kernel Gaussian

K T; xið Þ ¼ exp
� T� xij j2

2r2

 !
ð19Þ

2. Calculate

fi ¼ K T; xið Þwi þ bi ð20Þ

3. Repeat steps 1, 2 for i = 1 to k.
4. Determining the maximum value of fi
5. A class i is a class from T which has the largest value of fi

The performance of both the proposed method is measured regarding accuracy,
sensitivity, and specificity. The true positive (TP) shows the image of blood smears
correctly identified. False positive (FP) is the image of Plasmodium classified incor-
rectly. The true negative (TN) indicates the number of images that is not a member of a
class and is correctly identified as not a member of class (NV). False negative
(FN) showed the number image of blood smears that should not be members of class
but identified as a member of class.
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Accuracy ¼ TPþTNð Þ= TPþTNþ FPþ FNð Þ;
Sensitivity ¼ TP= TPþ FNð Þ;
Specificity ¼ TN= FPþTNð Þ

4 Experimental Results

Experiments were conducted to evaluate the performance of the proposed classification
method. A total of 600 image data from Bina Medical Support Services (BPPM),
Jakarta, Indonesia were used. The resolution of the image is 2560 � 1920 pixels.
Parasite labeling was carried out by a professional from a parasitology health laboratory
in North Sumatra, Indonesia. There are three types of parasites, i.e., Plasmodium
malariae, Plasmodium falciparum, and Plasmodium vivax. Each plasmodium is dis-
tinguished into four life stages, i.e., ring, trophozoite, schizont, or gametocyte.

The ANFIS neural network is used for classifying the Plasmodium type along with
its life stages which makes a total combination of 12 classes. The testing process
utilizes k-fold cross-validation model were adopted with k = 1, 2, 3, 4, 5. Table 1
shows the experimental results for the algorithm.

As seen in Table 1, the ANFIS gives an average accuracy of 88,503%. While as
seen in Table 2, the SVM with linear kernel gives an average accuracy of 57% which is
not satisfactory. The highest accuracy, which is 62%, was obtained when k = 3. As
shown in Table 3, SVM with RBF kernel yields a much better results with an average
accuracy of 99.1%.

Table 1. Experimental results for ANFIS algorithm.

K = 1 K = 2 K = 3 K = 4 K = 5

Accuracy (%) 89.29 84.82 90.62 91.07 86.74
Precision (%) 89.30 83.28 90.62 92.10 86.65
Sensitivity (%) 89.31 98.00 90.62 89.60 85.86
Specificity (%) 89.32 86.30 90.62 91.00 88.33

Table 2. Experimental results for SVM classifier with linear kernel.

K = 1 K = 2 K = 3 K = 4 K = 5

Accuracy (%) 53.0 52.0 62.0 60.0 56.0
Precision (%) 33.0 34.4 45.3 37.8 44.0
Sensitivity (%) 38.9 37.4 45.4 44.1 43.4
Specificity (%) 95.4 95.6 95.5 96.3 95.7
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5 Conclusion

A method to classify plasmodium of malaria disease along with its life stage is pre-
sented. The geometry and texture features are used for classification. The texture
features are computed from GLCM matrices. The SVM classifier is employed for
classifying the Plasmodium and its life stage into 12 classes. The SVM with linear
kernel gives the accuracy of 57%; the ANFIS gives an accuracy of 88.5% whereas
SVM with RBF kernel yields an accuracy of 99.1%.
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